Time Series Analysis: TD3.

Exercise 1. Let (X;) be the MA(2) given by
X =21+ 029
where (Z;) is WN(0, 1).
1. Find the autocovariance and autocorrelation functions for this process when 6 = 0.8.
2. Compute the variance of the sample mean w when 6 = 0.8.
3. Repeat (2) when # = —0.8 and compare your answer with the result obtained in (2).

Ezercise taken from [1]

Exercise 2. Compute the autocorrelation (ACF) and the partial autocorrelation (PACF)
functions of the AR(2) process

X, =08X; 9+ Z, (Z) ~WN(0,0?).

Ezercise taken from [1]

Exercise 3. Find a filter of the form 1+ aL + BL? + L3 (i.e. find a, 3 and ) that passes
linear trends without distortion and that eliminates arbitrary seasonal components of period
2. We take 5 = 7.(s(1) + ... + s(T))) = 0.

Ezercise taken from [1]

Exercise 4. Show that the filter with coefficients [a_2,a_1, a9, a1,as] = %[—1,4,3,4,—1]
passes third-degree polynomials and eliminates seasonal components with period 3. We take
§=2(s(1) + ...+ s(T)) = 0.

Ezercise taken from [1]

Exercise 5. This exercise is using the properties of the projection in order to get an efficient
algorithm for determining the best linear prediction IT;(X;41) and the associated risk RF.
Consider a WN(o?) (Z;) and the MA(1) (X;) defined as

X =7Z;4+07Z;_4, teZ,
with |0] < 1.

1. Express the coefficients (¢;) of the causal solution Xy = 3727 ¢; Xy +Z; of the MA(1)
model in term of 6.

2. Deduce 1o (X, 1 1) and the associated risk RL.



3. Show that Hn(Xn+2) =0 and E[Xn—l—lHn—l(Xn)] =0.
4. Deduce from the projection decomposition the recursive formula called

o260

Hn (Xn—l—l) = ﬁ

(Xn - Hn—l(Xn)) y n>1.

n

algorithm that update (IL,(X,+1), RL) recursively.

5. Deduce the recursive formula R% 1= 02(1+62)—0*0?/RL for n > 1 and the innovation
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